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OPEN LINE 

• Started in 2002 

• 70 Employees 

• Consultancy: 

– Architects, design and implement 

• Managed Services 

– Hosting and housing 

– Backup as a Service 

– Full outsourcing 

• Two datacenters 

 

http://www.limburgvac.nl/cgi/ax.cgi?http://www.openline.nl


SERVICES 

• Cloud Services 

– ISP 

– ICT monitoring 

– Storage on Demand 

– Backup as a Service - EMC Avamar (Remote Backup) 

 

http://www.limburgvac.nl/cgi/ax.cgi?http://www.openline.nl


CHEAP DISASTER RECOVERY 

Disaster Recovery 
1. Most business processes depend on ICT 

2. Downtime of ICT services has a big impact 

3. DR in small business often neglected 

 

• Why not in small business? 

– Lack of knowledge, time and 'backing‘ by management 

– Automated solutions often expensive 

– DR only possible after horse has bolted 



TO HELP BUILD YOUR BUSINESS CASE 

– Let the Business calculate the cost of downtime 

– Determine RTO / RPO 

– What is the budget for your DR plan? 

– Low downtime, high cost 
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HOW TO ACHIEVE ‘CHEAP DR’ 

• Your DR solution needs to be: 

– Simple to execute and maintain 

– Low cost implementation 

– Implementation should only take a few hours 

– Using cheap and simple tools 

 

 

 

 



YOUR DR PLAN 

• Runbook (on paper) contains: 

– A design of your environment including second 
datacenter 

– Dependencies:  

• Datastores, replica’s, ESX hosts, VMs, applications, 
network components, etc. 

– Requirements for DR location: 

• Power, Office space, desktops, physical access, 
phonelist, etc 



YOUR DR PLAN 

• Runbook contains: 

– A list of systems that will and will not be restarted at 
the DR location 

– Checklists 

– Communication plan (who to call) 

• CEO, Manager, Boss, Wife 

• Suppliers (hardware lease) 

• ISP contact, support desks, etc 

• Make "update script" element change process 

• Without regular DR tests no good recovery 



DR VIA POWERSHELL 



SCRIPTS BASED ON THE FOLLOWING ENVIRONMENT 

• Production vCenter will not be recovered 

• Empty vCenter used in DR 

• Storage replication present 

• ESX / ESXi hosts at DR location 

• Workstation 

• PowerShell 

 



DR SCENARIO 

• Preparation: 

– Setup DR location 

– Export (scripts) to csv files 

 

• Declare emergency 

– Dust off your DR plan 

 

• Start your DR: 

– Switch to DR location 

– Execute the DR plan 

– Import (scripts) from csv files 

 



PREPARATION 

• Adding vCenter attributes 

– BootPriority:  100, 200, etc 

 

• Export script vCenter -> csv  

• What is exported? 
– Custom attributes 

– Resource Pools with VM location 

– Folders  

– Folders with VM location 

– Roles 

– Permissions 

 



POWERSHELL SCRIPT 

 

• Notes fields, are inside vmx files 

• Imported when registering VM 

• Install DR vCenter 

• No serverhardware needed yet on DR site! 

 

 

 



SCRIPT: BASICS OF EACH SCRIPT 



EXPORT SCRIPTS 

Custom Attributes 

Resource Pools 



SCRIPT: EXPORT ROLES / PERMISSIONS 



DECLARE EMERGENCY 

• Have management declare emergency! 

• Start your DR plan 

 



EXECUTE DR 

• Shutdown remainings of production site 

– Shutdown  “reverse boot priority” 

• Start ESXi on DR site 

• (re)connect Storage / infra 

• Register and start vCenter 

• Activate VMware DRS, set to Fully Automated 

• Run recovery scripts 

• Report to management  
 

 

 

 



CONNECT STORAGE 

• Resignaturing: 

– ESX 3.x change of UUID, Label 

Advanced Settings: 
• EnableResignature = 0 

• DisallowSnapshotLUN = 0 (default 1) 

– ESX 4.x UUID and Label remain equal 

– KB Artikel 1015986: Force mounting 
a VMFS datastore residing on a snapshot LUN results 
in the error: Cannot change the host configuration 

 



 



EXECUTE RECOVERY SCRIPTS 

• Exectue Scripts: 

– Reverse boot Priority shutdown production 

– Scan / register VMs 

– Import: 
• Attributes 

• Resource pools 

• Folders 

• Roles, permissions 

• Move VMs to folders / resource pools 

– Start VM using boot priority 

 

 

 

 

 



SCRIPT: SHUTDOWN PRODUCTION 
Custom Attributes 



IMPORT RESOURCE POOLS 



MOVE VMS 

Move VM to Folder 

Move VM to Resource Pools 



SCRIPT: BOOT VMS 



FINAL STAGE 

• Start VMs using boot priority 

• Walk away…. Let DRS handle the load 

• Check running VMs, VMware Tools, 
Services 

• Declare successful DR 

 

 

• Prepare to move back  



Thanks guys !!! 

• Alan Renouf – http://www.virtu-al.net 

• Luc Dekens - http://www.lucd.info/ 

• Arnim van Lieshout 

–  http://www.van-lieshout.com 

• Maish Saidel-Keesing 

–http://technodrone.blogspot.com/ 
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